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Why sequence RNA?
• Functional studies

– Genome may be constant but experimental conditions 
have pronounced effects on gene expression

• Some molecular features can only be observed at 
the RNA level
– Alternative isoforms, fusion transcripts, RNA editing

• Interpreting mutations that do not have an 
obvious effect on protein sequence
– ‘Regulatory’ mutations

• Prioritizing protein coding somatic mutations 
(often heterozygous)

Modified from Bionformatics.ca



RNA-seq

Condition 1
(normal colon)

Condition 2
(colon tumor)

Isolate RNAs

Sequence ends

100s of millions of paired reads
10s of billions bases of sequence

Generate cDNA, fragment, 
size select, add linkers

Samples of interest



RNA-seq – Applications
• Gene expression and differential 

expression
• Transcript discovery
• SNV, RNA-editing events, variant 

validation
• Allele specific expression
• Gene fusion events detection
• Genome annotation and assembly
• etc ...



RNAseq Challenges

• RNAs consist of small exons that may be 
separated by large introns
– Mapping splice-reads to the genome is challenging
– Ribosomal and mitochondrial genes are misleading

• RNAs come in a wide range of sizes
– Small RNAs must be captured separately

• RNA is fragile and easily degraded
– Low quality material can bias the data

Modified from Bionformatics.ca



RNA-Seq: Overview



RNA-Seq: Input Data



Input Data: FASTQ

Control1_R1.fastq.gz

Control2_R1.fastq.gz

KnockDown1_R1.fastq.gz

End 1 End 2

~ 10Gb each sample  

@ERR127302.1 HWI-EAS350_0441:1:1:1055:4898#0/1
GGCTCATCTTGAACTGGGTGGCGACCGTCCCTGGCCCCTTCTTGACACCCAGCGCNNNNNNNNNNNNNNNNA
+
4=B@D99BDDDDDDD:DD?B<<=?>6B#############################################
@ERR127302.2 HWI-EAS350_0441:1:1:1056:1163#0/1
GAATGAGAGGCCCTCCCCGTGGAGGCATGGTATCCGGCCGAGGGGGCTTAGTCATNNNNNNNNNNNNNNNNC
+
B?,B2,?=?1?1B?D@?:@?DB3>AD,8DD??-B?#####################################
@ERR127302.3 HWI-EAS350_0441:1:1:1057:13164#0/1
GGCCGCAGTGCCATTGAGCTCACCAAAATGCTCTGTGAAATCCTGCAGGTTGGGGANNNNNNNNNNNNNNGA
+
DFBH?GDEG>GEGGDHH>HBDBEGD8G<GG<DGGGCB><82???@DDBBDDGGE##################

file:///Users/flefebvr/Downloads/fq.txt

1 of 1 13-05-31 10:43 AM

KnockDown2_R1.fastq.gz

Control1_R2.fastq.gz

Control2_R2.fastq.gz

KnockDown1_R2.fastq.gz

KnockDown2_R2.fastq.gz



Q = -10 log_10 (p)

Where Q is the quality and p is the 

probability of the base being incorrect.



QC of raw sequences



QC of raw sequences

low qualtity bases can bias subsequent anlaysis
(i.e, SNP and SV calling, …)



QC of raw sequences
Positional Base-Content



QC of raw sequences



QC of raw sequences
Species composition (via BLAST)



RNA-Seq: Trimming and 
Filtering



Read Filtering
• Clip Illumina adapters:

• Trim trailing quality < 30

• Filter for read length ≥ 32 bp

usadellab.org

 

Trimmomatic uses a two-step approach to find matches between the adapters and reads. First, 
short sections of each adapter (maximum 16 bp) are tested in each possible position within the 
reads.  If  this  short  alignment,  known  as  the  ‘seed’  is a perfect or sufficiently close match, 
determined by the seedMismatch parameter (see below), the entire alignment between the 
read and adapter is scored. This two-step strategy results in considerable efficiency gains, 
since the seed alignment can be calculated very quickly, while the full alignment score is 
calculated relatively rarely.  

The full alignment score is calculated as follows. Each matching base increases the alignment 
score by 0.6, while each mismatch reduces the alignment score by Q/10. By considering the 
quality of the base calls, mismatches caused by read errors have less impact. A perfect match 
of a 12 base sequence will score just over 7, while 25 bases are needed to score 15. As such 
we recommend values of between 7 - 15 as the threshold value for simple alignment mode. .  

For palindromic matches, a longer alignment is possible, as described above. Therefore this 
threshold can be higher, in the range of 30.  Even though this threshold is very high (requiring 
a match of almost 50 bases) Trimmomatic is still able to identify very, very short adapter 
fragments. (See Figure 2 panels C and D, where the alignment regions are shown).  
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PCR sequences etc. The naming of the various sequences within this file determines 
how they are used. See the section below or use one of the provided adapter files 

seedMismatches: specifies the maximum mismatch count which will still allow a full 
match to be performed 
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http://www.usadellab.org/cms/?page=trimmomatic


RNA-Seq: Mapping



reads

contig1 contig2

assembly

all vs all

Reference
mapping

all vs reference

Assembly vs. Mapping



RNA-seq
reads

contig1 contig2

De novo RNA-seq

Ref. Genome or Transcriptome

Reference-based RNA-seq

RNA-seq: Assembly vs
Mapping



Read Mapping
• Mapping problem is challenging:

– Need to map millions of short reads to a genome
– Genome = text with billons of letters
– Many mapping locations possible 
– NOT exact matching: sequencing errors and biological 

variants (substitutions, insertions, deletions, splicing)

• Clever use of the Burrows-Wheeler Transform 
increases speed and reduces memory footprint

• Other mappers: BWA, Bowtie, STAR, GEM, etc.http://genomebiology.com/2009/10/3/R25 Genome Biology 2009,     Volume 10, Issue 3, Article R25       Langmead et al. R25.2
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rithm developed by Baeza-Yaetes and Perleberg [13]. Spaced
seeds have been shown to yield higher sensitivity than contig-
uous seeds of the same length [14,15]. SHRiMP employs a
combination of spaced seeds and the Smith-Waterman [16]
algorithm to align reads with high sensitivity at the expense of
speed. Eland is a commercial alignment program available
from Illumina that uses a hash-based algorithm to align
reads.

Bowtie uses a different and novel indexing strategy to create
an ultrafast, memory-efficient short read aligner geared
toward mammalian re-sequencing. In our experiments using
reads from the 1,000 Genomes project, Bowtie aligns 35-base
pair (bp) reads at a rate of more than 25 million reads per
CPU-hour, which is more than 35 times faster than Maq and
300 times faster than SOAP under the same conditions (see
Tables 1 and 2). Bowtie employs a Burrows-Wheeler index
based on the full-text minute-space (FM) index, which has a
memory footprint of only about 1.3 gigabytes (GB) for the
human genome. The small footprint allows Bowtie to run on

a typical desktop computer with 2 GB of RAM. The index is
small enough to be distributed over the internet and to be
stored on disk and re-used. Multiple processor cores can be
used simultaneously to achieve even greater alignment speed.
We have used Bowtie to align 14.3× coverage worth of human
Illumina reads from the 1,000 Genomes project in about 14
hours on a single desktop computer with four processor cores.

Bowtie makes a number of compromises to achieve this
speed, but these trade-offs are reasonable within the context
of mammalian re-sequencing projects. If one or more exact
matches exist for a read, then Bowtie is guaranteed to report
one, but if the best match is an inexact one then Bowtie is not
guaranteed in all cases to find the highest quality alignment.
With its highest performance settings, Bowtie may fail to
align a small number of reads with valid alignments, if those
reads have multiple mismatches. If the stronger guarantees
are desired, Bowtie supports options that increase accuracy at
the cost of some performance. For instance, the '--best' option
will guarantee that all alignments reported are best in terms

Table 1

Bowtie alignment performance versus SOAP and Maq

Platform CPU time Wall clock time Reads mapped per 
hour (millions)

Peak virtual memory 
footprint (megabytes)

Bowtie speed-up Reads aligned (%)

Bowtie -v 2 Server 15 m 7 s 15 m 41 s 33.8 1,149 - 67.4

SOAP 91 h 57 m 35 s 91 h 47 m 46 s 0.10 13,619 351× 67.3

Bowtie PC 16 m 41 s 17 m 57 s 29.5 1,353 - 71.9

Maq 17 h 46 m 35 s 17 h 53 m 7 s 0.49 804 59.8× 74.7

Bowtie Server 17 m 58 s 18 m 26 s 28.8 1,353 - 71.9

Maq 32 h 56 m 53 s 32 h 58 m 39 s 0.27 804 107× 74.7

The performance and sensitivity of Bowtie v0.9.6, SOAP v1.10, and Maq v0.6.6 when aligning 8.84 M reads from the 1,000 Genome project (National 
Center for Biotechnology Information Short Read Archive: SRR001115) trimmed to 35 base pairs. The 'soap.contig' version of the SOAP binary was 
used. SOAP could not be run on the PC because SOAP's memory footprint exceeds the PC's physical memory. For the SOAP comparison, Bowtie 
was invoked with '-v 2' to mimic SOAP's default matching policy (which allows up to two mismatches in the alignment and disregards quality values). 
For the Maq comparison Bowtie is run with its default policy, which mimics Maq's default policy of allowing up to two mismatches during the first 28 
bases and enforcing an overall limit of 70 on the sum of the quality values at all mismatched positions. To make Bowtie's memory footprint more 
comparable to Maq's, Bowtie is invoked with the '-z' option in all experiments to ensure only the forward or mirror index is resident in memory at 
one time. CPU, central processing unit.

Table 2

Bowtie alignment performance versus Maq with filtered read set

Platform CPU time Wall clock time Reads mapped per hour 
(millions)

Peak virtual memory 
footprint (megabytes)

Bowtie speed up Reads aligned (%)

Bowtie PC 16 m 39 s 17 m 47 s 29.8 1,353 - 74.9

Maq 11 h 15 m 58 s 11 h 22 m 2 s 0.78 804 38.4× 78.0

Bowtie Server 18 m 20 s 18 m 46 s 28.3 1,352 - 74.9

Maq 18 h 49 m 7 s 18 h 50 m 16 s 0.47 804 60.2× 78.0

Performance and sensitivity of Bowtie v0.9.6 and Maq v0.6.6 when the read set is filtered using Maq's 'catfilter' command to eliminate poly-A 
artifacts. The filter eliminates 438,145 out of 8,839,010 reads. Other experimental parameters are identical to those of the experiments in Table 1. 
CPU, central processing unit.

http://genomebiology.com/2009/10/3/R25 Genome Biology 2009,     Volume 10, Issue 3, Article R25       Langmead et al. R25.2
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Bowtie: short-read alignment<p>Bowtie: a new ultrafast memory-efficient tool for the alignment of short DNA sequence reads to large genomes.</p>

Abstract

Bowtie is an ultrafast, memory-efficient alignment program for aligning short DNA sequence reads
to large genomes. For the human genome, Burrows-Wheeler indexing allows Bowtie to align more
than 25 million reads per CPU hour with a memory footprint of approximately 1.3 gigabytes.
Bowtie extends previous Burrows-Wheeler techniques with a novel quality-aware backtracking
algorithm that permits mismatches. Multiple processor cores can be used simultaneously to achieve
even greater alignment speeds. Bowtie is open source http://bowtie.cbcb.umd.edu.

Rationale
Improvements in the efficiency of DNA sequencing have both

broadened the applications for sequencing and dramatically

increased the size of sequencing datasets. Technologies from

Illumina (San Diego, CA, USA) and Applied Biosystems (Fos-

ter City, CA, USA) have been used to profile methylation pat-

terns (MeDIP-Seq) [1], to map DNA-protein interactions

(ChIP-Seq) [2], and to identify differentially expressed genes

(RNA-Seq) [3] in the human genome and other species. The

Illumina instrument was recently used to re-sequence three

human genomes, one from a cancer patient and two from pre-

viously unsequenced ethnic groups [4-6]. Each of these stud-

ies required the alignment of large numbers of short DNA

sequences ('short reads') onto the human genome. For exam-

ple, two of the studies [4,5] used the short read alignment tool

Maq [7] to align more than 130 billion bases (about 45× cov-

erage) of short Illumina reads to a human reference genome

in order to detect genetic variations. The third human re-

sequencing study [6] used the SOAP program [8] to align

more than 100 billion bases to the reference genome. In addi-

tion to these projects, the 1,000 Genomes project is in the

process of using high-throughput sequencing instruments to

sequence a total of about six trillion base pairs of human DNA

[9].

With existing methods, the computational cost of aligning

many short reads to a mammalian genome is very large. For

example, extrapolating from the results presented here in

Tables 1 and 2, one can see that Maq would require more than

5 central processing unit (CPU)-months and SOAP more than

3 CPU-years to align the 140 billion bases from the study by

Ley and coworkers [5]. Although using Maq or SOAP for this

purpose has been shown to be feasible by using multiple

CPUs, there is a clear need for new tools that consume less

time and computational resources.

Maq and SOAP take the same basic algorithmic approach as

other recent read mapping tools such as RMAP [10], ZOOM

[11], and SHRiMP [12]. Each tool builds a hash table of short

oligomers present in either the reads (SHRiMP, Maq, RMAP,

and ZOOM) or the reference (SOAP). Some employ recent

theoretical advances to align reads quickly without sacrificing

sensitivity. For example, ZOOM uses 'spaced seeds' to signif-

icantly outperform RMAP, which is based on a simpler algo-
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TopHat: Spliced Reads
• Bowtie-based
• TopHat: finds/maps to 

possible splicing 
junctions.

• Important to 
assemble transcripts 
later (cufflinks)

[19:40 21/4/2009 Bioinformatics-btp120.tex] Page: 1106 1105–1111

C.Trapnell et al.

While the QPALMA pipeline has organizational similarities to
TopHat, there are major differences. First, QPALMA uses a training
step that requires a set of known junctions from the reference
genome. Second, the QPALMA pipeline’s initial mapping phase
uses Vmatch (Abouelhoda et al., 2004), a general-purpose suffix
array-based alignment program. Vmatch is a flexible, fast aligner,
but because it is not designed to map short reads on machines
with small main memories, it is substantially slower than other
specialized short-read mappers. De Bono et al. report that Vmatch
maps reads at around 644 400 reads per CPU hour against the
120 Mbp Arabidopsis thaliana genome. QPALMA’s runtime appears
to be dominated by its splice site scoring algorithm; its authors
estimate that mapping 71 million RNA-Seq reads to A.thaliana
would take 400 CPU hours, which is ∼180 000 reads per CPU hour.

In this article, we describe TopHat, a software package that
identifies splice sites ab initio by large-scale mapping of RNA-Seq
reads. TopHat maps reads to splice sites in a mammalian genome at
a rate of ∼2.2 million reads per CPU hour. Rather than filtering out
possible splice sites with a scoring scheme, TopHat aligns all sites,
relying on an efficient 2-bit-per-base encoding and a data layout
that effectively uses the cache on modern processors. This strategy
works well in practice because TopHat first maps non-junction
reads (those contained within exons) using Bowtie (http://bowtie-
bio.sourceforge.net), an ultra-fast short-read mapping program
(Langmead et al., 2009). Bowtie indexes the reference genome
using a technique borrowed from data-compression, the Burrows–
Wheeler transform (Burrows and Wheeler, 1994; Ferragina and
Manzini, 2001). This memory-efficient data structure allows Bowtie
to scan reads against a mammalian genome using around 2 GB of
memory (within what is commonly available on a standard desktop
computer). Figure 1 illustrates the workflow of TopHat.

2 METHODS
TopHat finds junctions by mapping reads to the reference in two phases. In the
first phase, the pipeline maps all reads to the reference genome using Bowtie.
All reads that do not map to the genome are set aside as ‘initially unmapped
reads’, or IUM reads. Bowtie reports, for each read, one or more alignment
containing no more than a few mismatches (two, by default) in the 5′-most s
bases of the read. The remaining portion of the read on the 3′ end may have
additional mismatches, provided that the Phred-quality-weighted Hamming
distance is less than a specified threshold (70 by default). This policy is
based on the empirical observation that the 5′ end of a read contains fewer
sequencing errors than the 3′ end. (Hillier et al., 2008). TopHat allows Bowtie
to report more than one alignment for a read (default = 10), and suppresses
all alignments for reads that have more than this number. This policy allows
so called ‘multireads’ from genes with multiple copies to be reported, but
excludes alignments to low-complexity sequence, to which failed reads often
align. Low complexity reads are not included in the set of IUM reads; they
are simply discarded.

TopHat then assembles the mapped reads using the assembly module
in Maq (Li et al., 2008). TopHat extracts the sequences for the resulting
islands of contiguous sequence from the sparse consensus, inferring them
to be putative exons. To generate the island sequences, Tophat invokes the
Maq assemble subcommand (with the -s flag) which produces a compact
consensus file containing called bases and the corresponding reference bases.
Because the consensus may include incorrect base calls due to sequencing
errors in low-coverage regions, such islands may be a ‘pseudoconsensus’:
for any low-coverage or low-quality positions, TopHat uses the reference
genome to call the base. Because most reads covering the ends of exons will
also span splice junctions, the ends of exons in the pseudoconsensus will

Fig. 1. The TopHat pipeline. RNA-Seq reads are mapped against the whole
reference genome, and those reads that do not map are set aside. An initial
consensus of mapped regions is computed by Maq. Sequences flanking
potential donor/acceptor splice sites within neighboring regions are joined
to form potential splice junctions. The IUM reads are indexed and aligned
to these splice junction sequences.

initially be covered by few reads, and as a result, an exon’s pseudoconsensus
will likely be missing a small amount of sequence on each end. In order to
capture this sequence along with donor and acceptor sites from flanking
introns, TopHat includes a small amount of flanking sequence from the
reference on both sides of each island (default = 45 bp).

Because genes transcribed at low levels will be sequenced at low coverage,
the exons in these genes may have gaps. TopHat has a parameter that controls
when two distinct but nearby exons should be merged into a single exon.
This parameter defines the length of the longest allowable coverage gap in
a single island. Because introns shorter than 70 bp are rare in mammalian
genomes such as mouse (Pozzoli et al., 2007), any value less than 70 bp for
this parameter is reasonable. To be conservative, the TopHat default is 6 bp.

To map reads to splice junctions, TopHat first enumerates all canonical
donor and acceptor sites within the island sequences (as well as their
reverse complements). Next, it considers all pairings of these sites that could
form canonical (GT–AG) introns between neighboring (but not necessarily
adjacent) islands. Each possible intron is checked against the IUM reads for
reads that span the splice junction, as described below. By default, TopHat
only examines potential introns longer than 70 bp and shorter than 20 000 bp,
but these default minimum and maximum intron lengths can be adjusted
by the user. These values describe the vast majority of known eukaryotic
introns. For example, more than 93% of mouse introns in the UCSC known
gene set fall within this range. However, users willing to make a small
sacrifice in sensitivity will see substantially lower running time by reducing
the maximum intron length. To improve running times and avoid reporting
false positives, the program excludes donor–acceptor pairs that fall entirely
within a single island, unless the island is very deeply sequenced. An example
of a ‘single island’ junction is illustrated in Figure 2. The gene shown has
two alternate transcripts, one of which has an intron that coincides with the
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TopHat2: accurate alignment of transcriptomes in
the presence of insertions, deletions and gene
fusions
Daehwan Kim1,2,3*, Geo Pertea3, Cole Trapnell5,6, Harold Pimentel7, Ryan Kelley8 and Steven L Salzberg3,4

Abstract
TopHat is a popular spliced aligner for RNA-sequence (RNA-seq) experiments. In this paper, we describe TopHat2,
which incorporates many significant enhancements to TopHat. TopHat2 can align reads of various lengths
produced by the latest sequencing technologies, while allowing for variable-length indels with respect to the
reference genome. In addition to de novo spliced alignment, TopHat2 can align reads across fusion breaks, which
can occur after genomic translocations. TopHat2 combines the ability to identify novel splice sites with direct
mapping to known transcripts, producing sensitive and accurate alignments, even for highly repetitive genomes or
in the presence of pseudogenes. TopHat2 is available at http://ccb.jhu.edu/software/tophat.

Background
RNA-sequencing technologies [1], which sequence the
RNA molecules being transcribed in cells, allow explora-
tion of the process of transcription in exquisite detail. One
of the primary goals of RNA-sequencing analysis software
is to reconstruct the full set of transcripts (isoforms) of
genes that were present in the original cells. In addition to
the transcript structures, experimenters need to estimate
the expression levels for all transcripts. The first step in
the analysis process is to map the RNA-sequence (RNA-
seq) reads against the reference genome, which provides
the location from which the reads originated. In contrast
to DNA-sequence alignment, RNA-seq mapping algo-
rithms have two additional challenges. First, because genes
in eukaryotic genomes contain introns, and because reads
sequenced from mature mRNA transcripts do not include
these introns, any RNA-seq alignment program must be
able to handle gapped (or spliced) alignment with very
large gaps. In mammalian genomes, introns span a very
wide range of lengths, typically from 50 to 100,000 bases,
which the alignment algorithm must accommodate. Sec-
ond, the presence of processed pseudogenes, from which
some or all introns have been removed, may cause many
exon-spanning reads to map incorrectly. This is

particularly acute for the human genome, which contains
over 14,000 pseudogenes [2].
In the most recent Ensembl GRCh37 gene annota-

tions, the average length of a mature mRNA transcript
in the human genome is 2,227 bp long, and the average
exon length is 235 bp. The average number of exons
per transcript is 9.5. Assuming that sequencing reads
are uniformly distributed along a transcript [3], we
would expect 33 to 38% of 100 bp reads from an RNA-
seq experiment to span two or more exons. Note that
this proportion increases significantly as read length
increases from 50 to 150 bp (see Additional file 1 for
more details).
More important for the alignment problem is that

around 20% of junction-spanning reads extend by 10 bp
or less into one of the exons they span. These small
‘anchors’ make it extremely difficult for alignment software
to map reads accurately, particularly if the algorithm relies
(as most do) on an initial mapping of fixed-length k-mers
to the genome. This initial mapping, using exact matches
of k-mers, is crucial for narrowing down the search space
into small local regions in which a read is likely to align. If
a read extends only a few bases into one of two adjacent
exons, then it often happens that the read will align
equally well, but incorrectly, with the sequence of the
intervening intron. For example, as illustrated in Figure 1,
suppose that read r spans exons e1 and e2, extending only
four bases into e2. Suppose also that that e2 begins with

* Correspondence: infphilo@umiacs.umd.edu
1Center for Bioinformatics and Computational Biology, University of
Maryland, College Park, MD, 20742, USA
Full list of author information is available at the end of the article

Kim et al. Genome Biology 2013, 14:R36
http://genomebiology.com/2013/14/4/R36

© 2013 Kim et al.; licensee BioMed Central Ltd. This is an open access article distributed under the terms of the Creative Commons
Attribution License



SAM/BAM

• Used to store alignments
• SAM = text, BAM = binary

SRR013667.1 99 19 8882171 60 76M = 8882214 119 
NCCAGCAGCCATAACTGGAATGGGAAATAAACACTATGTTCAAAGCAGA
#>A@BABAAAAADDEGCEFDHDEDBCFDBCDBCBDCEACB>AC@CDB@>
…

Read name Flag Reference Position CIGAR Mate Position

Bases

Base Qualities

Control1.bam

Control2.bam
SRR013667.1 99 19 8882171 60 
76M = 8882214 119 
NCCAGCAGCCATAACTGGAAT
GGGAAATAAACACTATGTTCAA
AG

KnockDown1.bam
~ 10Gb each bam  

KnockDown2.bam
SRR013667.1 99 19 8882171 60 76M = 
8882214 119 
NCCAGCAGCCATAACTGGAATGGG
AAATAAACACTATGTTCAAAG

SAM: Sequence Alignment/Map format



The BAM/SAM format

picard.sourceforge.netsamtools.sourceforge.net

Sort, View, Index, Statistics, Etc.

$ samtools flagstat C1.bam 
110247820 + 0 in total (QC-passed reads + QC-failed reads)
0 + 0 duplicates
110247820 + 0 mapped (100.00%:nan%)
110247820 + 0 paired in sequencing
55137592 + 0 read1
55110228 + 0 read2
93772158 + 0 properly paired (85.06%:nan%)
106460688 + 0 with itself and mate mapped
3787132 + 0 singletons (3.44%:nan%)
1962254 + 0 with mate mapped to a different chr
738766 + 0 with mate mapped to a different chr (mapQ>=5)
$

http://picard.sourceforge.net
http://samtools.sourceforge.net/
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RNA-SeQC: RNA-seq metrics for quality control and
process optimization
David S. DeLuca∗, Joshua Z. Levin, Andrey Sivachenko, Timothy Fennell,
Marc-Danie Nazaire, Chris Williams, Michael Reich, Wendy Winckler and Gad Getz∗
The Broad Institute of MIT and Harvard, Cambridge, MA, USA
Associate Editor: Ivo Hofacker

ABSTRACT
Summary: RNA-seq, the application of next-generation sequencing
to RNA, provides transcriptome-wide characterization of cellular
activity. Assessment of sequencing performance and library quality
is critical to the interpretation of RNA-seq data, yet few tools exist
to address this issue. We introduce RNA-SeQC, a program which
provides key measures of data quality. These metrics include yield,
alignment and duplication rates; GC bias, rRNA content, regions of
alignment (exon, intron and intragenic), continuity of coverage, 3′/5′

bias and count of detectable transcripts, among others. The software
provides multi-sample evaluation of library construction protocols,
input materials and other experimental parameters. The modularity of
the software enables pipeline integration and the routine monitoring
of key measures of data quality such as the number of alignable
reads, duplication rates and rRNA contamination. RNA-SeQC allows
investigators to make informed decisions about sample inclusion
in downstream analysis. In summary, RNA-SeQC provides quality
control measures critical to experiment design, process optimization
and downstream computational analysis.
Availability and implementation: See www.genepattern.org to run
online, or www.broadinstitute.org/rna-seqc/ for a command line tool.
Contact: ddeluca@broadinstitute.org
Supplementary information: Supplementary data are available at
Bioinformatics online.

Received on November 23, 2011; revised on March 8, 2012;
accepted on April 15, 2012

1 INTRODUCTION
RNA-seq is a highly parallelized sequencing technology that allows
for comprehensive transcriptome characterization and quantification
(Wang et al., 2009). As with all forms of parallelized sequencing,
significant computational processing is required to unlock transcript
abundance levels and other measures for biological interpretation
(Garber et al., 2011). However, prior to the calculation of
biologically relevant data such as transcript abundance, presence of
novel isoforms and genotype identity, it is necessary to evaluate the
performance of the RNA-seq experiment itself. Summary statistics
and quality control scores provide insight into inherently complex
data prior to downstream analysis.

Here we present RNA-SeQC, a metrics tool with application
to two domains: experiment design and process optimization;
and quality control prior to computational analysis. Metrics such

∗To whom correspondence should be addressed.

Fig. 1. Overview of the RNA-SeQC process. (a) RNA-SeQC will work
with one or more input samples to produce both a comparative summary
across samples as well as a more detailed report for each sample. (b) The
comparative summary report includes an extensive range of metrics (in
addition to those shown) as well as coverage plots. (c) For each sample,
additional reports quantify the coverage profile (variation, gaps, etc.) for
individual transcripts

as duplication rate, rRNA abundance, alignment rates, coverage
continuity and correlation to reference expression profiles are highly
informative during selection of experiment conditions and library
construction methods (Levin et al., 2010). RNA-SeQC’s multi-
sample input feature allows for direct comparison across samples
(Fig. 1). Additionally, a single-sample mode can be used to monitor
samples on an ongoing basis to rapidly assess the quality of
a particular sequencing run, and to monitor and optimize these
measures in production over time and prior to downstream analysis.
RNA-SeQC provides a suite of experiment quality measures, many
of which are currently not provided by other available tools
(Supplementary Material).

2 METRICS
RNA-SeQC provides three types of quality control metrics: Read
Counts, Coverage and Correlation. A list and description of
these metrics is shown below. RNA-SeQC is compatible with
any alignment method that produces a specification-conforming
BAM file (Li et al., 2009), with flags properly set. For additional
information, usage and software requirements, see the GenePattern
help document provided as Supplementary Material 1. Metrics

© The Author(s) 2012. Published by Oxford University Press.
This is an Open Access article distributed under the terms of the Creative Commons Attribution Non-Commercial License (http://creativecommons.org/licenses/
by-nc/3.0), which permits unrestricted non-commercial use, distribution, and reproduction in any medium, provided the original work is properly cited.
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Home-made Rscript: 
saturation

RPKM Saturation Analysis



RNA-Seq:Wiggle



UCSC: bigWig Track
Format

• The bigWig format is for display of dense, 
continuous data that will be displayed in the 
Genome Browser as a graph.

• Count the number of read (coverage at each 
genomic position:

Modified from http://biowhat.ucsd.edu/homer/chipseq/ucsc.html

http://biowhat.ucsd.edu/homer/chipseq/ucsc.html


RNA-Seq:Gene-level
counts



Contro1: 11 reads

Control2: 16 reads

KnockDown1: 4 reads

KnockDown2: 5 reads

• Reads (BAM file) are 
counted for each gene 
model (gtf file) using 
HTSeq-count:

TSPAN16

HTseq:Gene-level 
counts

www-huber.embl.de/users/anders/HTSeq

Control1 Control2 KnockDown1 KnockDown2
TSPAN6 11 16 4 5
TNMD 1 0 0 0
DPM1 435 743 836 739
SCYL3 203 218 416 352

C1orf112 216 643 714 704
FGR 2365 5011 2828 2294
CFH 6 1 4 0

FUCA2 380 865 431 523
… … … … …

NFYA 888 827 1674 1580

http://www-huber.embl.de/users/anders/HTSeq
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gqSeqUtils R package: 
Exploratory Data 

Analysis
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RNA-Seq:Gene-level
DGE



• edgeR and DESeq :  Test the effect of 
exp.  variables on gene-level read 
counts

• GLM with negative binomial 
distribution to account for biological 
variability (not Poisson!!)

Home-made Rscript: 
Gene-level DGE

Differential expression analysis of multifactor
RNA-Seq experiments with respect to
biological variation
Davis J. McCarthy1, Yunshun Chen1,2 and Gordon K. Smyth1,3,*

1Bioinformatics Division, The Walter and Eliza Hall Institute of Medical Research, 1G Royal Parade, Parkville,
Victoria 3052, 2Department of Medical Biology and 3Department of Mathematics and Statistics, The University
of Melbourne, Parkville, Victoria 3010, Australia

Received August 12, 2011; Revised January 5, 2012; Accepted January 10, 2012

ABSTRACT

A flexible statistical framework is developed for
the analysis of read counts from RNA-Seq gene ex-
pression studies. It provides the ability to analyse
complex experiments involving multiple treatment
conditions and blocking variables while still taking
full account of biological variation. Biological vari-
ation between RNA samples is estimated separ-
ately from the technical variation associated with
sequencing technologies. Novel empirical Bayes
methods allow each gene to have its own specific
variability, even when there are relatively few bio-
logical replicates from which to estimate such vari-
ability. The pipeline is implemented in the edgeR
package of the Bioconductor project. A case study
analysis of carcinoma data demonstrates the ability
of generalized linear model methods (GLMs) to
detect differential expression in a paired design,
and even to detect tumour-specific expression
changes. The case study demonstrates the need
to allow for gene-specific variability, rather than
assuming a common dispersion across genes or
a fixed relationship between abundance and vari-
ability. Genewise dispersions de-prioritize genes
with inconsistent results and allow the main
analysis to focus on changes that are consistent
between biological replicates. Parallel computation-
al approaches are developed to make non-linear
model fitting faster and more reliable, making the
application of GLMs to genomic data more conveni-
ent and practical. Simulations demonstrate the
ability of adjusted profile likelihood estimators to
return accurate estimators of biological variability

in complex situations. When variation is gene-
specific, empirical Bayes estimators provide an
advantageous compromise between the extremes
of assuming common dispersion or separate
genewise dispersion. The methods developed here
can also be applied to count data arising from
DNA-Seq applications, including ChIP-Seq for epi-
genetic marks and DNA methylation analyses.

INTRODUCTION

The cost of DNA sequencing continues to decrease at a
staggering rate (1). As it does, sequencing technologies
become more and more attractive as platforms for
studying gene expression. Current ‘next-generation’
sequencing technologies measure gene expression by
generating short reads or sequence tags, that is, sequences
of 35–300 base pairs that correspond to fragments of the
original RNA. There are a number of technologies and
many different protocols. Popular approaches are either
tag-based methods including Tag-Seq (2), deepSAGE (3),
SAGE-Seq (4), which sequence from one or more
anchored positions in each gene, or RNA-Seq (5–8),
which sequences random fragments from the entire tran-
scriptome. Both approaches have proven successful in
investigating gene expression and regulation (9–11). In
this article, we will use the term RNA-Seq generically
to include any of the tag-based or RNA-Seq variants in
which very high-throughput sequencing is applied to RNA
fragments.

For the purposes of evaluating differential expression
between conditions, read counts are summarized at the
genomic level of interest, such as genes or exons.
Although RNA-Seq can be used to search for novel
exons or for splice-variants and isoform-specific
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Differential expression analysis for sequence
count data
Simon Anders*, Wolfgang Huber

Abstract
High-throughput sequencing assays such as RNA-Seq, ChIP-Seq or barcode counting provide quantitative readouts
in the form of count data. To infer differential signal in such data correctly and with good statistical power,
estimation of data variability throughout the dynamic range and a suitable error model are required. We propose a
method based on the negative binomial distribution, with variance and mean linked by local regression and
present an implementation, DESeq, as an R/Bioconductor package.

Background
High-throughput sequencing of DNA fragments is used
in a range of quantitative assays. A common feature
between these assays is that they sequence large
amounts of DNA fragments that reflect, for example, a
biological system’s repertoire of RNA molecules (RNA-
Seq [1,2]) or the DNA or RNA interaction regions of
nucleotide binding molecules (ChIP-Seq [3], HITS-CLIP
[4]). Typically, these reads are assigned to a class based
on their mapping to a common region of the target gen-
ome, where each class represents a target transcript, in
the case of RNA-Seq, or a binding region, in the case of
ChIP-Seq. An important summary statistic is the num-
ber of reads in a class; for RNA-Seq, this read count has
been found to be (to good approximation) linearly
related to the abundance of the target transcript [2].
Interest lies in comparing read counts between different
biological conditions. In the simplest case, the compari-
son is done separately, class by class. We will use the
term gene synonymously to class, even though a class
may also refer to, for example, a transcription factor
binding site, or even a barcode [5].
We would like to use statistical testing to decide

whether, for a given gene, an observed difference in
read counts is significant, that is, whether it is greater
than what would be expected just due to natural
random variation.
If reads were independently sampled from a popula-

tion with given, fixed fractions of genes, the read counts

would follow a multinomial distribution, which can be
approximated by the Poisson distribution.
Consequently, the Poisson distribution has been used

to test for differential expression [6,7]. The Poisson dis-
tribution has a single parameter, which is uniquely deter-
mined by its mean; its variance and all other properties
follow from it; in particular, the variance is equal to the
mean. However, it has been noted [1,8] that the assump-
tion of Poisson distribution is too restrictive: it predicts
smaller variations than what is seen in the data. There-
fore, the resulting statistical test does not control type-I
error (the probability of false discoveries) as advertised.
We show instances for this later, in the Discussion.
To address this so-called overdispersion problem, it has

been proposed to model count data with negative bino-
mial (NB) distributions [9], and this approach is used in
the edgeR package for analysis of SAGE and RNA-Seq
[8,10]. The NB distribution has parameters, which are
uniquely determined by mean μ and variance s2. How-
ever, the number of replicates in data sets of interest is
often too small to estimate both parameters, mean and
variance, reliably for each gene. For edgeR, Robinson
and Smyth assumed [11] that mean and variance are
related by s2 = μ + aμ2, with a single proportionality
constant a that is the same throughout the experiment
and that can be estimated from the data. Hence, only
one parameter needs to be estimated for each gene,
allowing application to experiments with small numbers
of replicates.
In this paper, we extend this model by allowing more

general, data-driven relationships of variance and mean,
provide an effective algorithm for fitting the model to
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junctions found by TopHat
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INTRODUCTION
High-throughput mRNA sequencing (RNA-seq) offers the abil-
ity to discover new genes and transcripts and measure transcript 
expression in a single assay1–3. However, even small RNA-seq experi-
ments involving only a single sample produce enormous volumes 
of raw sequencing reads—current instruments generate more 
than 500 gigabases in a single run. Moreover, sequencing costs are 
reducing exponentially, opening the door to affordable personal-
ized sequencing and inviting comparisons with commodity com-
puting and its impact on society4. Although the volume of data 
from RNA-seq experiments is often burdensome, it can provide 
enormous insight. Just as cDNA sequencing with Sanger sequencers 
drastically expanded our catalog of known human genes5, RNA-
seq reveals the full repertoire of alternative splice isoforms in our 
transcriptome and sheds light on the rarest and most cell- and 
context-specific transcripts6. Furthermore, because the number of 
reads produced from an RNA transcript is a function of that tran-
script’s abundance, read density can be used to measure transcript7,8 
and gene2,3,9,10 expression with comparable or superior accuracy to 
expression microarrays1,11.

RNA-seq experiments must be analyzed with robust, efficient and 
statistically principled algorithms. Fortunately, the bioinformat-
ics community has been hard at work developing mathematics, 
statistics and computer science for RNA-seq and building these 
ideas into software tools (for a recent review of analysis concepts 
and software packages see Garber et al.12). RNA-seq analysis tools 
generally fall into three categories: (i) those for read alignment; 
(ii) those for transcript assembly or genome annotation; and  
(iii) those for transcript and gene quantification. We have developed  

two popular tools that together serve all three roles, as well as a 
newer tool for visualizing analysis results. TopHat13 (http://tophat.
cbcb.umd.edu/) aligns reads to the genome and discovers transcript 
splice sites. These alignments are used during downstream analysis 
in several ways. Cufflinks8 (http://cufflinks.cbcb.umd.edu/) uses 
this map against the genome to assemble the reads into transcripts. 
Cuffdiff, a part of the Cufflinks package, takes the aligned reads 
from two or more conditions and reports genes and transcripts 
that are differentially expressed using a rigorous statistical ana-
lysis. These tools are gaining wide acceptance and have been used 
in a number of recent high-resolution transcriptome studies14–17. 
CummeRbund renders Cuffdiff output in publication-ready fig-
ures and plots. Figure 1 shows the software used in this protocol 
and highlights the main functions of each tool. All tools used in 
the protocol are fully documented on the web, actively maintained 
by a team of developers and adopt well-accepted data storage and 
transfer standards.

Limitations of the protocol and software
TopHat and Cufflinks do not address all applications of RNA-seq, 
nor are they the only tools for RNA-seq analysis. In particular, 
TopHat and Cufflinks require a sequenced genome (see below for 
references to tools that can be used without a reference genome). 
This protocol also assumes that RNA-seq was performed with either 
Illumina or SOLiD sequencing machines. Other sequencing tech-
nologies such as 454 or the classic capillary electrophoresis approach 
can be used for large-scale cDNA sequencing, but analysis of such 
data is substantially different from the approach used here.

Differential gene and transcript expression analysis 
of RNA-seq experiments with TopHat and Cufflinks
Cole Trapnell1,2, Adam Roberts3, Loyal Goff 1,2,4, Geo Pertea5,6, Daehwan Kim5,7, David R Kelley1,2, Harold Pimentel3, 
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Recent advances in high-throughput cDNA sequencing (RNA-seq) can reveal new genes and splice variants and quantify expression 
genome-wide in a single assay. The volume and complexity of data from RNA-seq experiments necessitate scalable, fast and 
mathematically principled analysis software. TopHat and Cufflinks are free, open-source software tools for gene discovery and 
comprehensive expression analysis of high-throughput mRNA sequencing (RNA-seq) data. Together, they allow biologists to 
identify new genes and new splice variants of known ones, as well as compare gene and transcript expression under two or more 
conditions. This protocol describes in detail how to use TopHat and Cufflinks to perform such analyses. It also covers several 
accessory tools and utilities that aid in managing data, including CummeRbund, a tool for visualizing RNA-seq analysis results. 
Although the procedure assumes basic informatics skills, these tools assume little to no background with RNA-seq analysis and  
are meant for novices and experts alike. The protocol begins with raw sequencing reads and produces a transcriptome assembly, 
lists of differentially expressed and regulated genes and transcripts, and publication-quality visualizations of analysis results.  
The protocol’s execution time depends on the volume of transcriptome sequencing data and available computing resources but 
takes less than 1 d of computer time for typical experiments and ~1 h of hands-on time.
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uncertainty and error, and depends largely on splicing structure. 
Cuffdiff 2 determines the degree of overdispersion in this mixture 
by globally fitting the observed variance in fragment counts as a 
function of the mean across replicates (Supplementary Fig. 2). The 
algorithm then estimates the number of fragments that originated 
from each transcript, as previously described3,30. Next, it combines 
the uncertainty in each transcript’s fragment count with the over-
dispersion predicted to exist for that count by the global model of 
cross-replicate variability. Cuffdiff 2 estimates uncertainty by calcu-
lating the confidence that each fragment is correctly assigned to the 
transcript that generated it; transcripts with more shared exons and 
few uniquely assigned fragments will have greater uncertainty. The 
algorithm captures uncertainty in a transcript’s fragment count as a 
beta distribution and the overdispersion in this count with a negative 
binomial, and mixes the distributions together. The resulting mixture 
is a beta negative binomial distribution that reflects both sources of 
variability in an isoform’s measured expression level.

Cuffdiff 2 estimates expression at gene- and transcript-level resolu-
tion, the variance in the expression levels and the covariances between 
isoforms of the same gene from replicate experiments. This allows it to 

accurately estimate gene expression and perform differential analysis 
at gene-level resolution without encountering the limitations inherent 
in the raw count methods discussed above. The software reports to 
the user the change in expression for each gene and transcript, along 
with statistical significance scores for these changes.

Response to loss of HOXA1 at gene- and transcript-level resolution
To demonstrate the effectiveness of transcript-resolution RNA-seq 
analysis, we selected a biological problem arising from an ongoing 
study of the role of HOX gene function in adult cells. Genes in the 
HOXA cluster, which are critical for proper body patterning dur-
ing development, have spatial expression patterns in adult cells that 
identify their anatomic origin31. Whether this expression pattern is 
functionally relevant in adult cell types has been so far unanswered.

We performed RNA interference (RNAi)-mediated knockdown 
of HOXA1 in human primary lung fibroblasts, where HOXA1 was 
depleted using a pool of four short interfering RNAs (siRNAs) target-
ing HOXA1 designed to minimize off-target effects. We controlled for 
a nonspecific RNAi response by comparing HOXA1-depleted fibro-
blasts against cells treated with a pool of scrambled siRNAs that do not 
target a specific gene. We isolated total RNA in biological triplicate 
48 h after transfection. Sequencing of the poly-A–selected fraction 
on an Illumina HiSeq 2000 yielded >231 million 100-bp paired-end 
RNA-seq reads. The same RNA was labeled and hybridized to Agilent 
SurePrint G3 Gene Expression arrays (Online Methods).

Cuffdiff 2–derived changes in gene expression in response to 
HOXA1 knockdown strongly agreed with values from microarrays 
(Spearman correlation = 0.85), consistent with previous compari-
sons2,5 (Fig. 3a and Supplementary Fig. 3). Changes in multi-isoform 
gene expression calculated by Cuffdiff 2 improved concordance 
with the array measurements by 15% compared with the change 
in raw count (Fig. 3b and Supplementary Figs. 4 and 5). The dis-
crepancy between raw count and Cuffdiff 2 measurements of gene  
expression tended to be higher for genes where alternative isoforms 
shift in expression relative to one another, a phenomenon we term 
‘isoform switching’. (Supplementary Figs. 6 and 7).

Cuffdiff 2 returned far more statistically significant differentially 
expressed genes than microarray analysis. Cuffdiff 2’s differentially 
expressed genes contained 623 of the 745 (84%) reported by the arrays, 
along with an additional 4,138 genes (false-discovery rate (FDR) <1%). 
Moreover, Cuffdiff 2 was highly concordant with the popular count-based 
tools, with >94% of genes reported as differentially expressed also identi-
fied by the popular raw-count methods DESeq or edgeR (Fig. 3c).

Cuffdiff 2 detected expression for 16,278 of 69,202 (38%) tran-
scripts in the annotated transcriptome (UCSC hg19 coding genes; 
http://genome.ucsc.edu/), and identified an average of 1.15 differ-
entially expressed transcripts per differentially expressed gene in 
response to loss of HOXA1. Alternative isoform abundances rela-
tive to one another were maintained in most genes, with only 170 
genes undergoing significant (FDR a 1%) differential splicing, coding 
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Figure 2 An overview of the Cuffdiff 2 approach to isoform-level 
differential analysis of RNA-seq data. (1) The variability in fragment count 
for each gene across replicates is modeled. (2) The fragment count for 
each isoform is estimated in each replicate, along with (3) a measure 
of uncertainty in this estimate arising from ambiguously mapped reads, 
which are extremely prevalent in alternatively spliced transcriptomes. 
(4) The algorithm combines estimates of uncertainty and cross-replicate 
variability under a beta negative binomial model of fragment count 
variability to estimate count variances for each transcript in each library. 
(5) These variance estimates are used during statistical testing to report 
significantly differentially expressed genes and transcripts.
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RNA-seq is a high-throughput sequencing assay that can be used for 
both discovery and quantification of transcripts in a single experi-
ment1–4. Recent studies have shown RNA-seq to be more accurate 
over a larger dynamic range of gene expression than expression 
microarrays5,6. Relating genetic variation and epigenetic state to 
transcriptional and post-transcriptional regulation is a major goal 
in many large-scale genomic analyses. RNA-seq has become a vital 
component in these efforts, several of which have implicated alter-
native splicing and isoform selection as determinants of cell type 
and specificity7–12. Moreover, many genes have a large genomic 
‘footprint’, with numerous splice variants, promoters and protein 
products. Determining how isoform selection and diversity is regu-
lated requires measuring changes in the expression of individual 
transcripts. In this work we describe an algorithm to robustly track 
the dynamics of transcript expression. (We use transcript and iso-
form interchangeably, and refer to a single RNA species that may 
be the product of an alternatively spliced gene. Gene refers to a 
set of one or more transcripts that share some amount of sequence  
in common.)

Current RNA-seq differential analysis methods focus on tackling 
one of two major challenges. The first is accurately deriving gene 
and isoform expression values from raw sequencing reads, which 
requires statistical computations at isoform-level resolution3,13–16. 
The second is accounting for variability in measurements across 
biological replicates of an experiment17–22. To our knowledge,  
no algorithm has rigorously addressed both problems simultaneously 
for genes and transcripts. Although in some cases methods for mea-
surement of expression at isoform-level resolution partly address the 
differential analysis problem3,14,23, they ignore the issue of variability 

across biological replicates, leading to over-prediction of differentially 
abundant transcripts and high false-positive rates. A recent method 
modeled variability in transcript-level but not gene-level expression24. 
Methods to control for variability in gene expression across replicates 
have been focused mainly on controlling for variability in the raw read 
data, but they miss key aspects of accurately transforming reads into 
gene expression values. Alternative splicing and repetitive regions 
introduce uncertainty into gene expression measurements, and fail-
ing to control for this uncertainty can introduce errors during dif-
ferential analysis. A recent method for assessing differential splicing 
was focused on biological variability in inclusion rates for individual 
exons, but the approach did not extend to complete transcripts25. 
Thus, methods for differential analysis of RNA-seq have yet to accu-
rately control for key sources of variability at gene- and transcript-
level resolution simultaneously, and therefore do not realize the full 
potential of the assay to capture transcriptome dynamics.

Here we introduce Cuffdiff 2, which addresses both problems 
simultaneously by modeling variability in the number of fragments 
generated by each transcript across replicates. (We use the term 
fragment to refer to an RNA-Seq library fragment, which may be 
sequenced at one or both ends.) Cuffdiff 2 generates more accurate 
transcript-resolution estimates of changes in gene expression, com-
pared with existing approaches, and is accurate over a wide range 
of RNA-seq designs, including those done on benchtop sequencers 
such as the Illumina MiSeq. We use Cuffdiff 2 to assess the response 
to knockdown of HOXA1, a member of a highly conserved family of 
transcription factors that establish body plan organization during 
development26. We show that HOXA1 is required for the survival 
of adult fibroblasts and HeLa cells. Cuffdiff 2 identified genes that 
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uncertainty and error, and depends largely on splicing structure. 
Cuffdiff 2 determines the degree of overdispersion in this mixture 
by globally fitting the observed variance in fragment counts as a 
function of the mean across replicates (Supplementary Fig. 2). The 
algorithm then estimates the number of fragments that originated 
from each transcript, as previously described3,30. Next, it combines 
the uncertainty in each transcript’s fragment count with the over-
dispersion predicted to exist for that count by the global model of 
cross-replicate variability. Cuffdiff 2 estimates uncertainty by calcu-
lating the confidence that each fragment is correctly assigned to the 
transcript that generated it; transcripts with more shared exons and 
few uniquely assigned fragments will have greater uncertainty. The 
algorithm captures uncertainty in a transcript’s fragment count as a 
beta distribution and the overdispersion in this count with a negative 
binomial, and mixes the distributions together. The resulting mixture 
is a beta negative binomial distribution that reflects both sources of 
variability in an isoform’s measured expression level.

Cuffdiff 2 estimates expression at gene- and transcript-level resolu-
tion, the variance in the expression levels and the covariances between 
isoforms of the same gene from replicate experiments. This allows it to 

accurately estimate gene expression and perform differential analysis 
at gene-level resolution without encountering the limitations inherent 
in the raw count methods discussed above. The software reports to 
the user the change in expression for each gene and transcript, along 
with statistical significance scores for these changes.

Response to loss of HOXA1 at gene- and transcript-level resolution
To demonstrate the effectiveness of transcript-resolution RNA-seq 
analysis, we selected a biological problem arising from an ongoing 
study of the role of HOX gene function in adult cells. Genes in the 
HOXA cluster, which are critical for proper body patterning dur-
ing development, have spatial expression patterns in adult cells that 
identify their anatomic origin31. Whether this expression pattern is 
functionally relevant in adult cell types has been so far unanswered.

We performed RNA interference (RNAi)-mediated knockdown 
of HOXA1 in human primary lung fibroblasts, where HOXA1 was 
depleted using a pool of four short interfering RNAs (siRNAs) target-
ing HOXA1 designed to minimize off-target effects. We controlled for 
a nonspecific RNAi response by comparing HOXA1-depleted fibro-
blasts against cells treated with a pool of scrambled siRNAs that do not 
target a specific gene. We isolated total RNA in biological triplicate 
48 h after transfection. Sequencing of the poly-A–selected fraction 
on an Illumina HiSeq 2000 yielded >231 million 100-bp paired-end 
RNA-seq reads. The same RNA was labeled and hybridized to Agilent 
SurePrint G3 Gene Expression arrays (Online Methods).

Cuffdiff 2–derived changes in gene expression in response to 
HOXA1 knockdown strongly agreed with values from microarrays 
(Spearman correlation = 0.85), consistent with previous compari-
sons2,5 (Fig. 3a and Supplementary Fig. 3). Changes in multi-isoform 
gene expression calculated by Cuffdiff 2 improved concordance 
with the array measurements by 15% compared with the change 
in raw count (Fig. 3b and Supplementary Figs. 4 and 5). The dis-
crepancy between raw count and Cuffdiff 2 measurements of gene  
expression tended to be higher for genes where alternative isoforms 
shift in expression relative to one another, a phenomenon we term 
‘isoform switching’. (Supplementary Figs. 6 and 7).

Cuffdiff 2 returned far more statistically significant differentially 
expressed genes than microarray analysis. Cuffdiff 2’s differentially 
expressed genes contained 623 of the 745 (84%) reported by the arrays, 
along with an additional 4,138 genes (false-discovery rate (FDR) <1%). 
Moreover, Cuffdiff 2 was highly concordant with the popular count-based 
tools, with >94% of genes reported as differentially expressed also identi-
fied by the popular raw-count methods DESeq or edgeR (Fig. 3c).

Cuffdiff 2 detected expression for 16,278 of 69,202 (38%) tran-
scripts in the annotated transcriptome (UCSC hg19 coding genes; 
http://genome.ucsc.edu/), and identified an average of 1.15 differ-
entially expressed transcripts per differentially expressed gene in 
response to loss of HOXA1. Alternative isoform abundances rela-
tive to one another were maintained in most genes, with only 170 
genes undergoing significant (FDR a 1%) differential splicing, coding 
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Figure 2 An overview of the Cuffdiff 2 approach to isoform-level 
differential analysis of RNA-seq data. (1) The variability in fragment count 
for each gene across replicates is modeled. (2) The fragment count for 
each isoform is estimated in each replicate, along with (3) a measure 
of uncertainty in this estimate arising from ambiguously mapped reads, 
which are extremely prevalent in alternatively spliced transcriptomes. 
(4) The algorithm combines estimates of uncertainty and cross-replicate 
variability under a beta negative binomial model of fragment count 
variability to estimate count variances for each transcript in each library. 
(5) These variance estimates are used during statistical testing to report 
significantly differentially expressed genes and transcripts.
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uncertainty and error, and depends largely on splicing structure. 
Cuffdiff 2 determines the degree of overdispersion in this mixture 
by globally fitting the observed variance in fragment counts as a 
function of the mean across replicates (Supplementary Fig. 2). The 
algorithm then estimates the number of fragments that originated 
from each transcript, as previously described3,30. Next, it combines 
the uncertainty in each transcript’s fragment count with the over-
dispersion predicted to exist for that count by the global model of 
cross-replicate variability. Cuffdiff 2 estimates uncertainty by calcu-
lating the confidence that each fragment is correctly assigned to the 
transcript that generated it; transcripts with more shared exons and 
few uniquely assigned fragments will have greater uncertainty. The 
algorithm captures uncertainty in a transcript’s fragment count as a 
beta distribution and the overdispersion in this count with a negative 
binomial, and mixes the distributions together. The resulting mixture 
is a beta negative binomial distribution that reflects both sources of 
variability in an isoform’s measured expression level.

Cuffdiff 2 estimates expression at gene- and transcript-level resolu-
tion, the variance in the expression levels and the covariances between 
isoforms of the same gene from replicate experiments. This allows it to 

accurately estimate gene expression and perform differential analysis 
at gene-level resolution without encountering the limitations inherent 
in the raw count methods discussed above. The software reports to 
the user the change in expression for each gene and transcript, along 
with statistical significance scores for these changes.

Response to loss of HOXA1 at gene- and transcript-level resolution
To demonstrate the effectiveness of transcript-resolution RNA-seq 
analysis, we selected a biological problem arising from an ongoing 
study of the role of HOX gene function in adult cells. Genes in the 
HOXA cluster, which are critical for proper body patterning dur-
ing development, have spatial expression patterns in adult cells that 
identify their anatomic origin31. Whether this expression pattern is 
functionally relevant in adult cell types has been so far unanswered.

We performed RNA interference (RNAi)-mediated knockdown 
of HOXA1 in human primary lung fibroblasts, where HOXA1 was 
depleted using a pool of four short interfering RNAs (siRNAs) target-
ing HOXA1 designed to minimize off-target effects. We controlled for 
a nonspecific RNAi response by comparing HOXA1-depleted fibro-
blasts against cells treated with a pool of scrambled siRNAs that do not 
target a specific gene. We isolated total RNA in biological triplicate 
48 h after transfection. Sequencing of the poly-A–selected fraction 
on an Illumina HiSeq 2000 yielded >231 million 100-bp paired-end 
RNA-seq reads. The same RNA was labeled and hybridized to Agilent 
SurePrint G3 Gene Expression arrays (Online Methods).

Cuffdiff 2–derived changes in gene expression in response to 
HOXA1 knockdown strongly agreed with values from microarrays 
(Spearman correlation = 0.85), consistent with previous compari-
sons2,5 (Fig. 3a and Supplementary Fig. 3). Changes in multi-isoform 
gene expression calculated by Cuffdiff 2 improved concordance 
with the array measurements by 15% compared with the change 
in raw count (Fig. 3b and Supplementary Figs. 4 and 5). The dis-
crepancy between raw count and Cuffdiff 2 measurements of gene  
expression tended to be higher for genes where alternative isoforms 
shift in expression relative to one another, a phenomenon we term 
‘isoform switching’. (Supplementary Figs. 6 and 7).

Cuffdiff 2 returned far more statistically significant differentially 
expressed genes than microarray analysis. Cuffdiff 2’s differentially 
expressed genes contained 623 of the 745 (84%) reported by the arrays, 
along with an additional 4,138 genes (false-discovery rate (FDR) <1%). 
Moreover, Cuffdiff 2 was highly concordant with the popular count-based 
tools, with >94% of genes reported as differentially expressed also identi-
fied by the popular raw-count methods DESeq or edgeR (Fig. 3c).

Cuffdiff 2 detected expression for 16,278 of 69,202 (38%) tran-
scripts in the annotated transcriptome (UCSC hg19 coding genes; 
http://genome.ucsc.edu/), and identified an average of 1.15 differ-
entially expressed transcripts per differentially expressed gene in 
response to loss of HOXA1. Alternative isoform abundances rela-
tive to one another were maintained in most genes, with only 170 
genes undergoing significant (FDR a 1%) differential splicing, coding 
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Figure 2 An overview of the Cuffdiff 2 approach to isoform-level 
differential analysis of RNA-seq data. (1) The variability in fragment count 
for each gene across replicates is modeled. (2) The fragment count for 
each isoform is estimated in each replicate, along with (3) a measure 
of uncertainty in this estimate arising from ambiguously mapped reads, 
which are extremely prevalent in alternatively spliced transcriptomes. 
(4) The algorithm combines estimates of uncertainty and cross-replicate 
variability under a beta negative binomial model of fragment count 
variability to estimate count variances for each transcript in each library. 
(5) These variance estimates are used during statistical testing to report 
significantly differentially expressed genes and transcripts.
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Cufflinks: transcript 
abundance



• Cufflinks reports abundances as Fragments 
Per Kilobase of exon model per Million 
mapped fragments (FPKM)

• Normalizes for transcript length and lib. size

C: Number of  read pairs (fragments) from transcript
N: Total number of  mapped read pairs in library
L: number of  exonic bases for transcript

Cufflinks: abundance 
output



• Cudiff
– Tests for differential expression of a 

cufflinks assembly
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RNA-seq is a high-throughput sequencing assay that can be used for 
both discovery and quantification of transcripts in a single experi-
ment1–4. Recent studies have shown RNA-seq to be more accurate 
over a larger dynamic range of gene expression than expression 
microarrays5,6. Relating genetic variation and epigenetic state to 
transcriptional and post-transcriptional regulation is a major goal 
in many large-scale genomic analyses. RNA-seq has become a vital 
component in these efforts, several of which have implicated alter-
native splicing and isoform selection as determinants of cell type 
and specificity7–12. Moreover, many genes have a large genomic 
‘footprint’, with numerous splice variants, promoters and protein 
products. Determining how isoform selection and diversity is regu-
lated requires measuring changes in the expression of individual 
transcripts. In this work we describe an algorithm to robustly track 
the dynamics of transcript expression. (We use transcript and iso-
form interchangeably, and refer to a single RNA species that may 
be the product of an alternatively spliced gene. Gene refers to a 
set of one or more transcripts that share some amount of sequence  
in common.)

Current RNA-seq differential analysis methods focus on tackling 
one of two major challenges. The first is accurately deriving gene 
and isoform expression values from raw sequencing reads, which 
requires statistical computations at isoform-level resolution3,13–16. 
The second is accounting for variability in measurements across 
biological replicates of an experiment17–22. To our knowledge,  
no algorithm has rigorously addressed both problems simultaneously 
for genes and transcripts. Although in some cases methods for mea-
surement of expression at isoform-level resolution partly address the 
differential analysis problem3,14,23, they ignore the issue of variability 

across biological replicates, leading to over-prediction of differentially 
abundant transcripts and high false-positive rates. A recent method 
modeled variability in transcript-level but not gene-level expression24. 
Methods to control for variability in gene expression across replicates 
have been focused mainly on controlling for variability in the raw read 
data, but they miss key aspects of accurately transforming reads into 
gene expression values. Alternative splicing and repetitive regions 
introduce uncertainty into gene expression measurements, and fail-
ing to control for this uncertainty can introduce errors during dif-
ferential analysis. A recent method for assessing differential splicing 
was focused on biological variability in inclusion rates for individual 
exons, but the approach did not extend to complete transcripts25. 
Thus, methods for differential analysis of RNA-seq have yet to accu-
rately control for key sources of variability at gene- and transcript-
level resolution simultaneously, and therefore do not realize the full 
potential of the assay to capture transcriptome dynamics.

Here we introduce Cuffdiff 2, which addresses both problems 
simultaneously by modeling variability in the number of fragments 
generated by each transcript across replicates. (We use the term 
fragment to refer to an RNA-Seq library fragment, which may be 
sequenced at one or both ends.) Cuffdiff 2 generates more accurate 
transcript-resolution estimates of changes in gene expression, com-
pared with existing approaches, and is accurate over a wide range 
of RNA-seq designs, including those done on benchtop sequencers 
such as the Illumina MiSeq. We use Cuffdiff 2 to assess the response 
to knockdown of HOXA1, a member of a highly conserved family of 
transcription factors that establish body plan organization during 
development26. We show that HOXA1 is required for the survival 
of adult fibroblasts and HeLa cells. Cuffdiff 2 identified genes that 
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Home-made Rscript

Generate report
– Noozle-based html report which describe 

the entire analysis and provide a general 
set of summary statistics as well as the 
entire set of results

Files generated:
– index.html, links to detailed statistics and 

plots

For examples of report generated while
using our pipeline please visit our website


